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Introduction

Prostate Cancer (PCa) is the most commonly diagnosed cancer 
and the second most dominant cause of death among men in the 

USA.1–3 Approximately one in six men experiences PCa during 
their lifetime.4 Early detection of PCa can drastically increase the 
patients’ survival rate and consequently decrease treatment costs.4 
Therefore, in vivo imaging techniques play key roles in the identi-
fication and treatment of this cancer.5

Recent studies have shown that tumor volume is the most cru-
cial predictor of cancer recurrence after radical prostatectomy.6,7–9 
In addition, tumor volume is a predictor of PCa, whether local re-
currence or metastasis. People who died from PCa had a signifi-
cantly larger tumor volume than those who survived.10,11 Various 
biological markers, such as Gleason score, tumor stage, and surgi-
cal margin status have been correlated with tumor density. Recent-
ly, PCa imaging has been significantly improved with the advent 
of multiparametric magnetic resonance imaging (MRI),4 which is 
an accurate and non-invasive method to diagnose the location of 
PCa compared with the other imaging techniques, such as transrec-
tal ultrasound.12 The multiparametric MRI can be applied for tu-
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mor detection, staging, evaluation of tumor spread, and treatment 
monitoring.13,14 Since multiparametric MRI can potentially help 
identify low-grade tumors, it allows physicians to use an active 
monitoring program instead of choosing an invasive treatment.4 In 
addition, computer-aided detection may improve PCa diagnostic 
accuracy and help to reduce variations in interpretation between 
physicians in a reproducible manner.5,13,15,16

Upgrading a computer-aided detection system based on mul-
tiparametric MRI and Gleason scores can be useful for predicting 
and identifying patients for whom active monitoring is appropri-
ate. Therefore, it leads to appropriate treatment decisions.13–20 The 
assessment of tumor volume can be helpful in the determination 
of the cancer risk before starting treatment and when choosing an 
appropriate treatment.14

Artificial intelligence (AI) is an area of computer science that 
focuses on the development of smart devices to accomplish tasks 
that currently need human intelligence. Among machine learning 
techniques, the deep learning model teaches computers to learn by 

example, something that human beings do inherently. AI is alter-
ing healthcare. Digital pathology is being helped by AI to assist 
researchers when assessing big data sets and delivering faster and 
more accurate diagnoses of PCa lesions. AI has demonstrated ex-
cellent accuracy in the detection of prostate lesions and in the pre-
diction of patient consequences for survival and treatment response 
when applied to diagnostic imaging.21 In a 2021 study, Chiu et al.22 
investigated the value of machine learning in enhancing PCa di-
agnosis. They concluded, using the same clinical parameters, that 
machine learning approaches performed better than the European 
Randomized Study of Screening for Prostate Cancer or Prostate-
Specific Antigen density in Clinically significant PCa predictions 
and could avoid ≤50% of unnecessary biopsies.22 In 2021, Zhang 
et al.,23 by combining machine learning methods, diagnosed pros-
tate lesions in MRIs. They found that the accuracy of their method 
improved by approximately 20% compared with other methods.23 
A literature comparison table is provided in Table 1. 5,24,25,26

The objective of this study was to compare different kernels 

Table 1.  Literature table

Reference Approaches and algorithm Results Conclusion

Li et al.24 ROIs were identified through radiological-
pathological correlation. Eleven parameters 
were derived from the Multiparametric MRI 
and histogram analysis, including mean, 
median, 10th percentile, skewness, and 
kurtosis were performed for each parameter.

The prediction model yielded an 
area under the receiver operating 
characteristics curve (AUC) of 0.99 
(95% CI: 0.98–1.00) when trained 
in dataset A2 and 0.91 (95% CI: 
0.85–0.95) for the validation in 
dataset B2. When the data sets 
were reversed, an AUC of 0.99 (95% 
CI: 0.99–1.00) was obtained when 
the model was trained in dataset 
B2 and 0.90 (95% CI: 0.85–0.95) 
for the validation in dataset A2.

The SVM classification 
based on Multiparametric 
magnetic resonance imaging 
(mp-MRI) derived image 
features obtains consistently 
accurate classification of 
the GS of PCa in the CG.

Chang et al.25 An active contour model was used to 
segment the prostate. 136 features were 
extracted from the dynamic MRIs after 
injection at different times and transformed 
into relative intensity change (RIC) curves. 
10 discriminative features were selected 
by Fisher’s Discrimination Ration (FDR) 
and Sequential Forward Floating Selection 
(SFFS). Finally, the SVM classified the 
segmented prostate into two categories.

Accuracy of the proposed 
method was up to 94.7493%.

The best texture features and 
the combination of features 
using RIC can assist the 
urologist in classifying the PCa.

Shah et al.26 Cancer and normal regions were identified 
in the peripheral zone. Segmented 
regions on the MP-MRI were correlated 
to histopathology and used as training 
sets. A GA was used to find the optimal 
values for a set of parameters, and finally, 
a cancer probability map was generated.

The nonoptimized system had 
an f-measure of 85% and the 
Kappa coefficient of 71%. The 
efficacy of the DSS after optimizing 
SVM parameters using a GA 
had an f-measure of 89% and 
a Kappa coefficient of 80%. A 
4% increase in the f-measure 
and a 9% increase in the Kappa 
coefficient were achieved.

Decision Support System (DSS) 
provides a cancer probability 
map for peripheral zone 
prostate tumors based on 
endorectal MP-MRI which can 
potentially aid radiologists 
in accurately localizing 
peripheral zone PCas.

Artan et al.5 A new segmentation method was developed 
by combining conditional random fields 
(CRF) with a cost-sensitive framework.

Additional parameters were used 
to control class-related costs 
in the SVM formulation, which 
allowed them to increase overall 
segmentation accuracy. They 
used three training schemes and 
compared their performances.

Multispectral MRI helped to 
increase the accuracy of PCa 
localization and using cost-
sensitive SVM and the proposed 
cost-sensitive CRF can boost 
the performance significantly 
when compared to SVM.

CI, confidence interval; MRI, magnetic resonance imaging; Pca, Prostate Cancer; ROI, region of interest; SVM, support vector machine.
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of support vector machines (SVMs) to classify cancerous prostate 
tissues. The advantages of this study were: (1) compared different 
SVM kernels for the classification of prostate cancer; and (2) used 
our datasets and not data from public databases.

Methods

This study was performed in distinct steps. First, patients with can-
cerous tumors were selected and regions of interest (ROIs) on their 
images were contoured by an experienced radiologist. Then, these 
segmented ROIs were outlined on the T2 WMR sequences using 
a command in MATLAB. Next, the area-based features were ex-
tracted, followed by reducing the number of the extracted features 
using the PCA technique. Finally, the reduced features were used 
to provide inputs for the SVM classifier. Figure 1 shows the study 

steps followed in this work.
The study was performed following the Helsinki Declaration on 

ethical principles for medical research involving human subjects 
and was approved by the Institutional Committee for Ethics in Bio-
medical Research of the Isfahan University of Medical Sciences 
(approval ID: IR.MUI.MED.REC.1398.437). Informed consent 
was obtained from all participants included in the study.

Image preparation and data collection

The data set used in this study included patients who had suspected 
PCa and underwent a series of biopsies from March 21, 2018, to 
September 22, 2019, at Baradaran Pathology Center in Isfahan, 
Iran. Patients were excluded if they had previously been treated 
for PCa, including surgery, hormone therapy, radiation therapy, or 
other treatment modalities. All patients underwent MRI examina-
tion at least 3 weeks post-biopsy. MRI was performed using the 
1.5 Tesla Magnetom Aera Siemens system. In this imaging, the 
used parameters were as follows: Repetition Time (TR) = 3,400 
ms, Echo Time (TE) = 113 ms, Field of View (FOV) = 220 mm, 
Slice Thickness = 3.5 mm, interslice gap = 0.65 mm, 26 ≥ number 
of slices ≥ 20, matrix Acquired = 320 × 310.

Patients who had devices, such as pacemakers, clips, artificial 
heart valves, or any injuries in their bodies were not included in 
our study, due to the possible artifacts in their images. Figure 2 
shows a flow chart of patients’ inclusion and exclusion.

Fig. 1. The flow chart of this study. PCA, principal component analysis; 
ROI, region of interest; SVM, support vector machine; T2-W MRI, T2 
weighted magnetic resonance imaging. 

Fig. 2. The flow chart of patient’s inclusion and exclusion. 
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In this study, the radiologist reviewed the patient’s pathology re-
port as a baseline reference and identified the approximate tumor 
location. If the tumor was in the peripheral zone, the tumor was iden-
tified in the apparent diffusion coefficient map, and then it was identi-
fied in T2 WMR by adapting the main coordinates of the tumor. Table 
2 demonstrates details of our data set according to Gleason scores.

Signal to noise ratio (SNR) is a standard that is used to describe 
the performance of an MRI system. The most common approach to 
measuring SNR needs two separate ROIs from a single image. One 
from the tissue of interest, and one from the image background, 
for example, in air, outside the imaged object. These two-region 
methods are referred to as MeanGM and Standard DeviationAIR, 
respectively. According to the following equation, SNR = 26 was 
obtained for our system.

GM

Air

MeanSNR
Standard Deviation

= (1)

MATLAB image processing

Preprocessing of MRIs

The purpose of preprocessing is to normalize the MRI, which is 
accompanied by a change in the brightness of the pixels of that 
image, for instance, the transition to a range in which all the stud-
ied images have the same intensity distribution. This normaliza-
tion was performed because the DICOM images studied in this 
work had different brightness intensities, for instance, some 16-bit 
images with a range of 0–65,535 (216) and some with a range of 
0–1,023 (210). Before applying any processes to the images, they 
must be normalized. Therefore, they were normalized in the range 
0– 1 and then were transferred to the interval of 0–255 by multiply-
ing that interval by 255. Normalization of the images with wider 
ranges was accompanied by the loss of information, which caused 
them to fade and lose their diagnostic accuracy. Therefore, 12 im-
ages were removed from our data set of 63 images.

ROI outlining

All MRIs were interpreted, and their ROI was demarcated by a ra-

diologist with 10 years of experience in MRI interpretation. Then, 
using the freehand command in MATLAB, the ROIs on the images 
were outlined. The radiologist reviewed a patient’s pathology re-
port as a baseline reference and identified the approximate tumor 
locations. If the tumor was in the peripheral zone, it was first de-
tected on the apparent diffusion coefficient maps and then obtained 
in the T2W-MRI sequence by matching the original coordinates 
of the tumor. In addition, after removing the tumor parts that the 
radiologist identified, noncancerous ROIs were identified on the 
remaining image. Figure 3 shows a studied image with outlined 
ROI using the freehand command in MATLAB.

If the tumor was detected in >1 slice, all the ROIs in the dif-
ferent slices were considered for the feature extraction and the tu-
mor volume estimation. Of note, the features were extracted from 
cancerous and noncancerous areas. Therefore, there was a cancer-
related ROI and a noncancerous ROI in a selected image. The 
number of cancer-related ROIs was different for different patients. 
In four slices ROIs were outlined twice, because the tumor regions 
were separated and not connected.

Feature extraction

The extraction of appropriate features plays an important role in 
this study. Previous studies have shown that choosing appropri-
ate features for classification is more important than choosing the 
classifier itself.19 Feature extraction provides parameters that can 
be used to classify the area into two regions, for example, normal 
and abnormal.27 In total, 14 Haralick features were designed based 
on a mathematical method. The features extracted from the image 
were not detected by the human eye.28 Successful applications of 
this method have been demonstrated in various fields.29 Haralick 
features extraction techniques involve two steps. The first step is 
calculating the co-occurrence matrix and the second step is calcu-
lating features by applying the calculated co-occurrence matrix. 
The gray-level co-occurrence matrix was constructed by compar-
ing the pixel values of neighboring pixels in four different direc-
tions. The gray-level co-occurrence matrix is a square matrix, and 
the number of gray levels determines its size. Usually, the angular 
directions used are 0°, 45°, 90°, and 135°. The neighborhood rela-
tionships between pixels that are needed for calculating the gray-
level co-occurrence matrix are shown in Figure 4.

Wibmer et al.,29 in a study of T2 weighted images and apparent 

Table 2.  Details of data set according to Gleason scores

Gleason score 3 + 3 3 + 4 4 + 3 4 + 4 4 + 5 5 + 4 Total

Number of patients 7 13 15 1 8 4 48

Tumor Volume (mL)

  Mean 1.21 5.55 6.31 19.99 7.67 16.18 6.70

  Median 0.94 3.67 6.10 19.99 4.37 13.22 3.66

  Standard deviation 0.80 5.50 4.73 00 7.93 14.61 7.34

  Minimum 0.50 0.57 1.15 19.99 2.16 1.93 0.50

  Maximum 2.86 16.59 14.54 19.99 25.95 36.35 36.35

  Range 2.35 16.01 13.38 00 23.79 34.41 35.84

Age of patients (years)

  Mean 58.71 69.15 64.40 69.00 65.50 63.50 65.06

  Median 67.00 68.00 64.00 69.00 71.50 64.50 66.00
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diffusion coefficient images of 147 MRIs of PCa patients undergo-
ing MRIs discovered that five Haralick features (e.g., energy, en-
tropy, correlation, homogeneity, and contrast) were more useful to 
diagnose PCa than the rest.29 The formulas for these five features 
are provided in Table 3.

In this study, 17 features were extracted from the outlined ROIs 
of our dataset. Hence, our feature set was a matrix with 202 rows 
and 17 columns. The rows represent the observations and the col-
umns represent the features. Table 4 presents 17 features that were 
extracted from the outlined ROIs in four cases.

Dimensionality reduction using PCA

PCA is a popular linear method for dimensionality reduction. It ac-
complishes a linear mapping of the data to a space of a lower dimen-
sion to maximize the variance of the data. The steps involved in con-
ducting this technique are: (1) constructing the covariance matrix of 
the data; (2) computing the eigenvectors of the calculated matrix; (3) 
choosing the eigenvectors corresponding to the largest eigenvalues; 
and (4) using the chosen eigenvector to reconstruct the data. The 
advantages of PCA are: (1) low sensitivity to noise; (2) reducing 

the memory requirements and the number of operations needed; (3) 
increasing the efficiency; and (4) no data redundancy.

In this method, features are developed into a new set that is a linear 
combination of original features. This new set of features is known 
as the principal components. They are collected so that the first prin-
cipal component describes the most possible variation in the original 
features. The second principal component should be orthogonal to 
the first principal component. Specifically, it collects the variance in 
the data that is not acquired by the first principal component.

In this study, the dimensionality number of features set was re-
duced from 17 to 5 using the PCA technique. The PCA algorithm 
helped to identify five significant principal components that could 
achieve classification accuracy, the same as that of 17 features. 
The new reduced features set of data is presented in Table 5.

Classification with a machine learning algorithm

SVMs are supervised machine learning algorithms that can ana-
lyze data for classification.30–33 In the SVM algorithm, each data is 
represented as a point in space and mapped so that the data of indi-
vidual classes are set apart by a margin as wide as possible. A new 
data test is mapped to the same space and according to the side of 
the margin on which it lands is concluded to assign a class. There-

Table 3.  Formulas of five features discovered by Wibmer et al29

Features Formula

Contrast 2

,
| | ( , )

i j
i j p i j−∑

Correlation

,

( )( ) ( , )
i j i j

i i j j p i jµ µ
σ σ

− −∑

Energy ( )2

,
( , )

i j
p i j∑

Homogeneity

,

( , )
1i j

p i j
i j+ −∑

Entropy
2

,
( , ) log ( , )

i j
p i j p i j∑

p(i, j) is a 9 × 9 pixel window centered on the x-pixel; σ and µ are the standard devia-
tion and the mean of the gray-level co-occurrence matrix, respectively; i and j and  
stand for counters.Fig. 3. Prostate MR image of a 70-year-old cancer patient with a Gleason 

score 9 (4 + 5) and stage 3 (Case 1): (a) outlined with a freehand ROI tool on 
T2 WMR sequence; and (b) cropped ROI (22 × 38 pixels). MR, magnetic res-
onance; ROI, region of interest; T2 WMR, T2 weighted magnetic resonance.

Fig. 4. Four angles (0°, 45°, 90°, and 135°) to calculate the gray-level co-
occurrence matrix. 
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fore, an SVM classifies data by finding the best hyperplane that 
separates all data points in one class from those in the other class. 
The best hyperplane for an SVM indicates the one with the largest 
margin between both classes. In this case of binary classification, 
there was a dataset made from 202 observations, each observation 
made of a vector with the dimension of five or xi and a target vari-
able yi which could be either −1 or 1 depending on whether the 
observation belonged to the cancerous class or the other. SVM can 
employ a hyperplane that separates many, but not all data points. 
Using this data, the SVM learns the parameters of a hyperplane 
that separates the space into two parts: one for the observations of 
the cancerous class and the other part for the noncancerous class. 
In addition, between all possible hyperparameters that separate 
both classes, the SVM learns the one that separates them the most; 
therefore, leaving as much margin as possible between each class 
and the hyperplane. SVMs can determine the advantage of kernel 

functions. These are functions that return the same thing as the 
scalar product between two vectors but without needing to find 
the coordinates of those vectors. SVMs can work for data that is 
not linearly separable. An SVM goes to higher dimensions where 
the data could be linearly separable and finds the hyperplane to 
separate the data there and tries to fit some complicated function 
to the data. Therefore, SVMs do not calculate the parameters of 
the hyperplane, instead, they remember the observations that they 
need to calculate the hyperplane and, when new input data comes, 
SVMs perform the scalar products between these observations, 
called support vectors, and the input data. In total, 80% of our to-
tal observations (e.g., 101 cancerous and 101 noncancerous cases) 
were allocated to the learning part and the remaining 20% to the 
test.

This division was randomized; therefore, the classification was 
not biased. In the learning step, the learning data were given to 
SVM classifiers with their class tag to build an appropriate model. 
Then, in the test part, the class that was determined by the algo-
rithm related to testing data was assigned to the classifier based 
on the model built in the training part.30 Comparing radial basis 
function (RBF) and linear kernels, RBF adds an extra hyperparam-
eter to tune. However, in contrast to the linear kernel function, this 
function does map the data to a higher dimension. Hence, the SVM 
can represent a nonlinear separation. First, the SVM was trained, 
and the classifier was cross-validated. Then, the trained machine 
was used to classify the test data. In addition to the linear classifi-
cation, SVMs can accomplish nonlinear classifications using some 
kernels, such as Gaussian and RBF. They map to high dimensional 

Table 4.  Seventeen extracted features include contrast, correlation, energy, homogeneity (in 0°, 45°, 90°, and 135° directions) and entropy for four cases

Case 1 Case 2 Case 3 Case 4

Features extracted 
from ROI

A 70-year-old cancer 
patient with a Gleason 
score 9 (4 + 5) and stage 3

A 76-year-old cancer 
patient with a Gleason 
score 7 (4 + 3) without 
radical prostatectomy

A 61-year-old cancer 
patient with a Gleason 
score 7 (4 + 3) without 
radical prostatectomy

A 49-year-old cancer 
patient with a Gleason 
score 7 (4 + 3) without 
radical prostatectomy

Contrast 0 degree 0.164619 0.176594 0.348214 0.231724

Contrast 45 degree 0.302445 0.24569 0.393651 0.328571

Contrast 90 degree 0.249373 0.186458 0.433333 0.25

Contrast 135 degree 0.235521 0.252155 0.596825 0.308571

Correlation 0 degree 0.822807 0.676695 0.661856 0.653724

Correlation 45 degree 0.674999 0.547509 0.615627 0.497307

Correlation 90 degree 0.731569 0.658805 0.573956 0.625746

Correlation 135 degree 0.747144 0.535608 0.417222 0.528215

Energy 0 degree 0.342646 0.367774 0.295564 0.325641

Energy 45 degree 0.296118 0.333209 0.252084 0.289212

Energy 90 degree 0.318343 0.357819 0.260073 0.322591

Energy 135 degree 0.313712 0.331743 0.218342 0.309306

Homogeneity 0 degree 0.935708 0.921456 0.891865 0.893333

Homogeneity 45 degree 0.893393 0.891523 0.845503 0.849048

Homogeneity 90 degree 0.910401 0.915104 0.843939 0.887821

Homogeneity 135 degree 0.907979 0.889727 0.802381 0.866667

Entropy 0.326115 0.289835 0.373173 0.341325

ROI, region of interest.

Table 5.  New reduced features set of data presented in Table 2 from 
dimension 17 to dimension 5

Features Case 1 Case 2 Case 3 Case 4

1 0.2585 0.1754 0.9891 0.3744

2 1.4314 1.1170 1.1419 1.0830

3 1.2456 1.3509 1.3328 1.2486

4 −0.2127 −0.1810 −0.2705 −0.1960

5 0.2326 0.1539 0.2885 0.2390
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spaces.30,243435 In this study, to obtain satisfactory predictive ac-
curacy, three different SVM kernel functions were employed and 
then the parameters of the kernel functions were tuned.

Results

Several solutions were applied to improve the accuracy of the 
SVM classifier. These solutions are discussed in the discussion 
section. The results obtained after applying the solutions are given 
in Table 6. Accuracy, sensitivity, and specificity were calculated in 
the following equations, respectively:

TP TNAccuracy
TP TN FP FN

+
=

+ + +
(2)

TPSensitivity
TP FN

=
+

(3)

TNSpecificity
TN FP

=
+

(4)

where TP is the cancerous area that is correctly classified by the 
classifier; TN is the noncancerous area that is correctly classified 
by the classifier; FP is the noncancerous area that the classifier has 
mistakenly identified as cancerous; and FN is the cancerous area 
that the classifier has mistakenly identified as noncancerous.

From Table 6, the sensitivity of the SVM was 0.9565 using the 
RBF, and 0.9097 and 0.9028 were achieved using the Gaussian 
and the linear kernels, respectively for cross-validation K fold = 
10. Moreover, the accuracy of the linear, RBF, and Gaussian were 
0.9028, 0.8405, and 0.8239, respectively for cross-validation K 
fold = 10. All values related to K fold = 10 were greater than the 
corresponding values for K fold = 5. A flow chart of the cross-
validation process for K fold = 5 is shown in Figure 5.

Discussion

In this study, machine learning was chosen because computer-
aided detection and diagnosis achieved by machine learning al-
gorithms can help physicians interpret medical imaging findings 
and reduce interpretation times. Recently, the availability of large 
datasets accompanied by an improvement in algorithms and ad-
vances in computing power have created a great deal of interest 
in the topic of machine learning. Currently, machine learning al-
gorithms are successfully used for medical image classification. 
Some popular machine learning algorithms for classification tasks 
are SVMs, artificial neural networks (ANN), and deep learning. 
The difference between ANN and SVM is mostly related to how 

nonlinear data is classified. SVMs can employ nonlinear mapping 
to make the data linearly separable. Consequentially, the kernel 
function is the key and in this study, we attempted to compare dif-
ferent kernels. However, ANN utilizes multilayer connections and 
various activation functions to deal with nonlinear problems.

Byvatov et al.36 showed that SVMs outperformed the ANN 
classifiers on overall prediction accuracy. In addition, SVMs dem-
onstrated superior classification accuracies to neural classifiers in 
many experiments in a study by Arora et al.37 Phangtriastu et al.38 
achieved the highest accuracy of 94.43% using an SVM classifier 
with the feature extraction algorithms.38 In a study, a comparison 
between SVM and convolutional neural network models for hy-
perspectral image classification was performed by Hasan et al.39 
They concluded that SVM classifiers showed better accuracy per-
formance. In addition, more studies that applied SVMs were: (1) 
Laurinda et al.31 in 2018 experimented to assess the performance 
of SVM classification to stratify the Gleason Score of PCa in the 
central gland based on image features across multiparametric MRI. 
They used PCA, successive projections algorithm, and a genetic al-
gorithm (GA) followed by SVM, combined with Fourier Transform 
midinfrared spectroscopy presented as complementary or alternative 
tools to the traditional methods for PCa screening and classifica-
tion. They concluded that the SVM classification based on magnetic 
resonance imaging achieved the accurate classification of the Glea-
son Score of PCa in the central gland. They found GA–SVM was 
the best classification approach, with higher sensitivity (100%) and 
specificity (80%), particularly in the early stages, which was better 
than traditional methods of diagnosis.31 Compared with our results, 
we achieved a sensitivity of 95.65% and specificity of 80.54% with 
the radial basis (RB) kernel and sensitivity of 90.97% and specific-
ity of 87.50% with the Gaussian kernel. However, our model is not 
limited to early stages and could be applied to different stages; (2) in 
2021, Rustam et al.32 used two methods of classification to diagnose 
PCa. These were a random forest (RF) and SVM. They found the 
accuracy of the RF reached the highest rate at 97.30% with 80% of 
data training and running time was 0.06 s, and SVMs reached the 
rate at 83.33% with 90% of data training and running time was 0.05 
s.32 Their dataset was from Al-Islam Bandung Hospital located in 
Soekarno-Hatta St No.644, Manjahlega, Rancasari, Bandung City, 
West Java, Indonesia. They did not mention the kernel used for the 
SVMs algorithm. However, we achieved an accuracy of 90.28 % 
with a linear kernel in <0.05 s. In addition, we may compare our 
results with a recent study; (3) Zhang et al.23 combined improved 
GrowCut and Zernik feature extraction and ensemble learning tech-
niques such as K-Nearest Neighbour (KNN), SVM, and Multi-layer 
Perceptron (MLP) algorithms for prostate cancer detection and le-
sion segmentation in MRI. The accuracy of prostate cancer detec-
tion in their proposed method was 80.97%. The accuracy of linear 
regression (LR), feed-forward neural networks, SVM, Naïve Bayes, 
and RF methods were 80%, 77%, 72%, 78%, and 80%, respectively. 
We achieved greater accuracy for the three kernels for both cross-

Table 6.  SVM classification results with Gaussian, RBF, and linear kernels for K fold = 5 and 10

Cross-validation K fold = 10 Cross-validation K fold = 5

SVM–Gaussian SVM– RBF SVM–Linear SVM–Gaussian SVM–RBF SVM–Linear

Sensitivity 0.9097 0.9565 0.9028 0.8746 0.8806 0.8699

Specificity 0.8750 0.8054 0.8738 0.7545 0.7750 0.8653

Accuracy 0.8239 0.8405 0.9028 0.8115 0.8272 0.8679

Standard deviation of accuracy 0.0636 0.0401 0.04150 0.07452 0.06328 0.08561

SVM, support vector machine; RBF, radial basis function.
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validations with K fold = 5 and 10. In some recent studies, deep 
learning algorithms were used for classification tasks.40–44 Due to 
the limited number of images we were provided, deep learning algo-
rithms were not chosen in this step of our research. We will collect 
more images and use deep learning algorithms in our future work to 
extend this research.

Machine learning commonly begins with the machine learning 
algorithm system computing the image features that are of impor-
tance when making the diagnosis of interest. The machine learning 
algorithm system can identify the best combination of these im-
age features for classifying. Feature selection is the procedure of 
selecting important features from the data; therefore, the output of 
the model can be accurate and in agreement with the requirements. 
Statistical-based feature selection methods involve evaluating the 
relationship between each input variable and the target variable 
using statistics and selecting those input variables that have the 
strongest relationship with the target variable.40 Therefore, feature 
extraction is a process of transforming raw data into numerical fea-
tures that can be processed when preserving the information in the 
original data set. It generates better results than applying machine 
learning directly to the raw data. It can be challenging for a ma-
chine learning practitioner to select an appropriate statistical meas-
ure for a dataset when performing filter-based feature selection.40

In this study, the accuracy of the SVM classifier was determined 
by dividing the number of test cases that had the same diagnostic 
labels and actual labels over the total number of test cases. Some so-
lutions to increase the accuracy of the SVM classifier are as follows:

1.	 Increase the amount of data;
2.	 Increase the number of selected features;
3.	 Transfer features, such as changing the scale of the variable 

from the main scale to the scale between zero and one or nor-
malizing them;

4.	 Optimizing within n-fold cross validation
5.	 Using different kernels.

For the first solution, there was no access to more data, in the 
second solution, from previous studies, the classification accuracy 
was not desirable in a feature space and the features may over-
lap; therefore, it is necessary to define and extract new features. 
Moreover, previous studies have shown that entropy in T2 WMR 
images is one of the most important features for the differentiation 
of cancerous and noncancerous tissues in the prostate.34 Therefore, 
it was decided to add entropy to all these features to improve the 
accuracy of the work. Therefore, the number of features reached 
17. The third solution was performed, and the features were all 
normalized. For cross-validation, the k-fold was changed from 5 to 
10. A cross-validation is a helpful tool when the size of the data set 
is limited. To control the problem of limited data, cross-validation 
can be used, when still being able to assess the fit of the model. 
Cross-validation splits the data set into two portions iteratively: a 
test and a training set. Then, the prediction errors from each of the 
test sets are averaged to obtain the expected prediction error for 
the whole model.

In this study, feature reduction was chosen. Feature reduction, 
which is known as dimensionality reduction, is the process of re-

Fig. 5. The flow chart of cross-validation process for K fold = 5. 
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ducing the number of features in a reserve heavy computation with-
out losing important information. Reducing the number of features 
means the number of variables is reduced making the computer’s 
task easier and faster. In this study, PCA was chosen, which was a 
rotation of data from one coordinate system to another. After the 
operation, on the new coordinate system the first dimension has 
the maximum variance possible, then the second dimension has 
most of the remaining variance possible, which continues. PCA 
was considered as a feature transform rather than a feature selec-
tion. Therefore, feature selection is merely selecting and excluding 
given features without changing them. Dimensionality reduction 
transforms features into a lower dimension.

Limitations and future directions

Due to the limited number of images in this study, deep learning 
algorithms were not chosen in this step of our research. More im-
ages will be collected and deep learning algorithms will be used 
in future work to extend this research. In addition, by collecting 
dynamic contrast-enhanced MRI and diffusion-weighted imag-
ing in combination, potentially the accuracy in future work could 
be improved. In addition, for ROI segmentation, the work will 
be improved and another model will be used for fully automatic 
segmentation. One active contour algorithm, such as snake, will 
be considered. A snake model is an approach that can solve many 
segmentation problems.45,46 The model’s primary function is to de-
termine and outline the target object for segmentation. It requires 
some prior knowledge of the target object’s shape, especially 
for complicated subjects. Active snake models, often known as 
snakes, are configured using spline focused on minimizing energy, 
followed by various forces governing the image.

In future work, two feature selection methods will be consid-
ered, such as sequential feature selection and symmetrical un-
certainty algorithms to observe the feature selection algorithm 
results for computational time and the accuracy parameters. This 
study could continue to estimate tumor volume by classifying 
cancerous tissues and separating them from noncancerous tissue 
in the relevant MRI slices. The tumor surface could be calculated 
in the relevant slice. Then, the tumor volume in each slice could 
be obtained by multiplying the tumor area in that slice by the 
thickness of each slice. The total tumor volume could be esti-
mated by summing the tumor volume on all slides. This study 
will be continued by comparing and evaluating the correlation 
between tumor volume and Gleason’s biopsy score in the follow-
ing stages of the research.

Conclusions

In this study, the feature set was a dataset with 17 features that 
were extracted from the demarcated ROI. The number of columns 
was reduced from 17 to 5 by the PCA technique. The PCA algo-
rithm helped to identify five significant features that could achieve 
a classification accuracy that was the same as that of 17 features. 
In addition, the RBF, Gaussian, and linear kernels were used in the 
SVM classification. The largest sensitivity and the second-largest 
accuracy were achieved using RBF.
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